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 A B S T R A C T

We investigate the synchronization dynamics in a chain of coupled chaotic maps organized in a single-parent 
family tree, whose properties can be captured considering each parent node connected to two children, one of 
which also serves as the parent for the subsequent node. Our analysis focuses on two distinct synchronization 
behaviors: parent–child synchronization, defined by the vanishing distance between successive nodes along 
the chain, and sibling synchronization, corresponding to the convergence of the states of two child nodes. 
Our findings reveal significant differences in these two type of synchronization mechanisms, which are closely 
associated with the probability distribution of the state of parent node. Theoretical analysis and simulations 
with the logistic map support our findings. We further investigate numerical aspects of the implementation 
corresponding to cases for which the simulated regimes differ from the theoretically predicted one due to 
computational finite accuracy. We perform a detailed study on how instabilities are numerically suppressed or 
amplified along the chain. In some cases, a properly adjusted computational scheme can solve this problem.
1. Introduction

Complete synchronization of chaotic systems has been first studied 
for two identical coupled units, whose states can become equal if the 
coupling is strong enough to suppress the chaotic instability [1,2]. This 
type of phenomenon is widely studied in the literature, from discrete 
maps to low dimensional continuous systems or defined on networks 
and hypergraphs [3–5], and with different application, from cryptogra-
phy [6] to data assimilation [7]. In spatially extended systems, such as 
coupled map lattices [8], synchronization implies spatial homogeneity 
across the system. For such systems, one typically considers a local 
symmetric spatial coupling, though asymmetric forms have also been 
explored [9].

A notable example of asymmetric coupling is unidirectional or 
parent–child (alternatively referred to as master–slave) coupling of 
identical systems. Here, part of the signal from the parent system 
is injected into the child [10], but there is no action in the oppo-
site direction. The synchronization threshold is related to the chaotic 
properties of the uncoupled system. If the coupling strength exceeds 
a certain threshold, the states of the two systems become identical, 
provided that their parameters are the same. In many setups of this 
type of coupling configurations, there exists a relationship between the 
maximum Lyapunov exponent of the parent (the unperturbed system) 
and the critical coupling strength needed to achieve synchronization.
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Furthermore, the same parent signal can be directed to multiple 
child systems, enabling studies of mutual synchronization among these 
‘‘children’’. Here, the parent signal can be seen as a common noise 
source, albeit correlated with the states of children. Such a situation is 
relevant for the brain dynamics, where remote synchronization can oc-
cur when neurons connected to a hub node, under appropriate coupling 
conditions, synchronize with each other [11].

Intriguingly, noise-induced synchronization has been widely stud-
ied [9,12–14], yielding unexpected findings, such as the potential 
of randomness to promote synchronization even for chaotic condi-
tions [15]. Recent researches expanded these foundational theories, 
focusing on synchronization generalizations. Notable advances include 
the study of phase synchronization [16] and generalized synchroniza-
tion [17], these phenomena occur even with parameter mismatches.

It is possible to extend the master–slave synchronization approach 
to spatio-temporal chaos, for instance coupled map lattices [18], spatio-
temporal chaotic systems [19], and cellular automata [20].— These 
efforts aim to link synchronization behaviors to universal classes such 
as directed percolation and the KPZ class [21–23].

This work addresses the problem of parent–child synchronization in 
a unidirectional network structured as a Cayley tree (see Fig.  1). The 
tree is organized in layers; the units at layer 𝑖 drive unidirectionally 
units of layer 𝑖 + 1, 𝑖 = 0, 1, 2,…. The symmetry of units within a layer 
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Fig. 1. The selection of the branching chain. We start with a full Cayley tree (with 
levels denoted as ‘‘layers’’) with unidirectional coupling. For symmetry reasons, the 
behavior of all nodes in the same layer is the same, so we consider only two nodes 
(‘‘siblings’’) for each layer except for the top one (layer 0).

Fig. 2. Branching chain scheme. The sub-index 𝑖 denotes layers. The arrow marked 𝑝
denotes the one-directional coupling (see Eq. (2)). The two-directional arrows denotes 
distances. Node labeled 𝑥0 is the first parent. It has two ‘‘children’’, 𝑥1 and 𝑦1, and we 
measure the distance 𝑑(𝑐)

1 = |𝑥0 − 𝑥1| between the parent and one of its children, and 
𝑑(𝑠)
1 = |𝑥1 − 𝑦1| between the two ‘‘siblings’’. This scheme repeats itself at each layer 𝑖.

allows us to assume equivalent behavior across nodes at the same layer, 
therefore we simplify the model by considering only two nodes (or 
‘‘siblings’’) per layer (excluding the root layer 𝑖 = 0). The motivation 
of this choice is that many generic networks with sparse random links 
among nodes locally have the structure of a tree. We assume that a node 
acts as a peacemaker, sending signal to connected nodes, which then 
forward it to connected nodes and so on. This is also the structure of a 
feed-forward network starting from a single node. This simplification 
reduces our study to a branching chain of chaotic maps, illustrated 
in Fig.  2. Our analysis focuses not only on the interaction between a 
parent and its child but also on the comparison of the states of siblings 
sharing a parent signal, assessing how siblings synchronize with each 
other and with their parent. Specifically, we study a chain of logistic 
maps as an illustrative case, which reveals distinctive synchronization 
behaviors. Synchronization of coupled logistic maps of a Cayley tree 
has been explored in literature, using different coupling configuration 
and different purposes. In Refs. [24–26] the pattern formation and 
the synchronization states were analyzed when the nodes are coupled 
with a reaction–diffusion coupling. In Ref. [27] instead, the coupling 
was asymmetric but non completely oriented, and the main results 
concerned the stability of synchronous state, related to the spectrum 
of the coupling matrix.

In Section 2, we outline the model general structure, followed by 
a specific investigation of a logistic map chain in Section 3. This 
work is an extension of the preliminarily results presented in [28]: 
we will demonstrate that unexpected phenomena arise, particularly 
that siblings can achieve synchronization at much smaller coupling 
2 
strengths than those required for parent–child synchronization. This be-
havior is linked to synchronization driven by common noise [14,15,29]. 
Moreover, we highlight the impact of the computational method on 
simulating such chaotic coupled systems, noting that certain numerical 
schemes can introduce spurious dynamics, influenced by both the 
intrinsic chaotic nature of the system and the limitations of computa-
tional number representation.

2. The branching chain model

We consider one-dimensional maps 𝑥(𝑡 + 1) = 𝑓 (𝑥(𝑡)), where the 
variable 𝑥 ∈ [0, 1] evolves in discrete time steps, indexed by the time 
index 𝑡. In the following, we shall indicate by 𝑥 ≡ 𝑥(𝑡) and 𝑥′ ≡ 𝑥(𝑡+1).

Let us consider a branching chain scheme (Fig.  2) in which the first 
map is an autonomous ‘‘pacemaker’’ 
𝑥′0 = 𝑓 (𝑥0), (1)

and all other maps are driven by their ‘‘parent map’’ 
𝑥′𝑖 = (1 − 𝑝)𝑓 (𝑥𝑖) + 𝑝𝑓 (𝑥𝑖−1),

𝑦′𝑖 = (1 − 𝑝)𝑓 (𝑦𝑖) + 𝑝𝑓 (𝑥𝑖−1).
(2)

Here the parameter 𝑝 ∈ [0, 1] defines the strength of the coupling and 
the lower index 𝑖 denotes the layer number. This setup can be seen as 
the minimal sampling in a full Cayley tree, see Fig.  1, where the first 
node 𝑥0 is the root and for each subsequent layer 𝑖 > 0 only the two 𝑥𝑖
and 𝑦𝑖 nodes are selected.

Before proceeding, let us define the standard Lyapunov exponent 
for the maps (1),(2). The linearized dynamics of a small perturbation 
𝛿𝑥𝑖(𝑡) around a trajectory 𝑥𝑖(𝑡) is governed by

𝛿𝑥′𝑖 =

⎧

⎪

⎨

⎪

⎩

d𝑓
d𝑥 (𝑥𝑖)𝛿𝑥𝑖 for 𝑖 = 0,

(1 − 𝑝) d𝑓d𝑥 (𝑥𝑖)𝛿𝑥𝑖 for 𝑖 ≥ 1.

Accordingly, the Lyapunov exponents 𝛬𝑖 are defined as the averaged 
growth rates of the logarithms of typical perturbations [30]: 
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⟨
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|

|

|
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(𝑥0)
|

|

|

|

⟩
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𝛬𝑖>0 = ln(1 − 𝑝) +
⟨

ln
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|
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⟩

≡ ln(1 − 𝑝) + 𝜆𝑖,
(3)

where for convenience of further analysis we introduced a notation

𝜆𝑖 =
⟨

ln
|

|

|

|

d𝑓
d𝑥

(𝑥𝑖)
|

|

|

|

⟩

, 𝑖 = 0, 1, 2,… .

For each layer, the two siblings 𝑥𝑖 and 𝑦𝑖 are guided by the same 
parent 𝑥𝑖−1 in the spirit of the Pecora–Carrol scheme [2,7,10] (when 
applied to maps). Such a setup is usual in the theory of generalized syn-
chronization, where a ‘‘replica’’ of a driven element is introduced [17].

This configuration allows us to define two types of synchronization:

• the synchronization within a layer, when 𝑦𝑖(𝑡) = 𝑥𝑖(𝑡),
• the synchronization across the layers, which means that 𝑥𝑖(𝑡) =
𝑥𝑖−1(𝑡) = ⋯ = 𝑥0(𝑡) for all 𝑡.

The synchronization within a layer can be characterized by comput-
ing the average of the difference 𝑑(𝑠)𝑖 = |𝑥𝑖 − 𝑦𝑖|:

𝑠𝑖 = ⟨𝑑(𝑠)𝑖 ⟩ = ⟨|𝑥𝑖 − 𝑦𝑖|⟩ =
1
𝑇

𝜏+𝑇
∑

𝑡=𝜏
|𝑥𝑖(𝑡) − 𝑦𝑖(𝑡)|,

where 𝜏 is a transient interval. When 𝑠𝑖 vanishes, it means that both 
‘‘siblings’’ 𝑥𝑖 and 𝑦𝑖 follow the common drive 𝑥𝑖−1 in the same way.

Synchronization across the layers, on the other hand, can be charac-
terized by calculating the average in time difference 𝑑(𝑐)𝑖 = |𝑥𝑖 − 𝑥𝑖−1|:

𝑐𝑖 = ⟨𝑑(𝑐)𝑖 ⟩ = ⟨|𝑥𝑖 − 𝑥𝑖−1|⟩ =
1

𝜏+𝑇
∑

|𝑥𝑖(𝑡) − 𝑥𝑖−1(𝑡)|,
𝑇 𝑡=𝜏
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checking if this quantity vanishes.
A transition to complete synchronization across all layers is ex-

pected at a critical value of the coupling parameter 𝑝, as 𝑐𝑖 > 0 when 
𝑝 = 0 and 𝑐𝑖 = 0 when 𝑝 = 1. The critical value for the synchronization 
across all the layers, independent of the index layer 𝑖, is designated as 
𝑝(𝑐).

Since all nodes in the same layer experience the same dynamic, 
when there is synchronization between layers the elements within each 
layer are also fully synchronized. However, as we will demonstrate, 
the reverse is not necessarily true: synchronization can occur within 
individual layers at coupling values below the threshold 𝑝(𝑐). Further-
more, synchronization within certain layers can be achieved even as 
layers with higher indices 𝑖 remain desynchronize. This behavior for 
the logistic map is illustrated in Fig.  4.

Following standard approaches in complete synchronization theory, 
a criterion can be established by analyzing the behavior of small 
perturbations near the synchronized state [9]. In order to do that, let 
us consider the synchronization of the first child 𝑥1 with the parent 𝑥0. 
Near the synchronization transition across the layers, 𝑐1 ≃ 0, we can 
write 𝑥1(𝑡) = 𝑥0(𝑡) + 𝛿𝑥1(𝑡) and, using Eq. (2), we obtain:

𝛿𝑥′1 = (1 − 𝑝)
d𝑓
d𝑥

(𝑥0)𝛿𝑥1.

Thus, the exponential growth rate of the perturbations to the com-
plete synchrony is 

𝜆(𝑐)1 = ln(1 − 𝑝) +
⟨

ln
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|

|

|

d𝑓
d𝑥

(𝑥0)
|

|

|

|

⟩

= ln(1 − 𝑝) + 𝜆0, (4)

where 𝜆0 = 𝛬0 =
⟨

ln ||
|

d𝑓
d𝑥 (𝑥0)

|

|

|

⟩

 is the Lyapunov exponent of the driving 
map at level 0. From the above expression, the theoretical estimate of 
the critical value of the coupling can be easily obtained: 

𝑝(𝑐) = 1 − exp(−𝜆0). (5)

Assuming that the parent–children synchronization starts from the 
top layers (first 𝑥1 with 𝑥0, then 𝑥2 with 𝑥1, etc.), this relation is valid 
for the first non-synchronized layer, and thus in principle all layers 
should experience synchronization transition at the same value of 𝑝(𝑐).

We can repeat the analogous calculations for the siblings, computing 
the evolution of the divergence 𝛿𝑦𝑖 of the trajectory as a function of the 
dynamic variable 𝑥 of the first sibling

𝛿𝑦′𝑖 = 𝑦′𝑖 − 𝑥′𝑖 = (1 − 𝑝)
(

d𝑓
d𝑥

(𝑥𝑖)
)

(𝑦𝑖 − 𝑥𝑖) = (1 − 𝑝)
(

d𝑓
d𝑥

(𝑥𝑖)
)

𝛿𝑦𝑖.

The exponential growth rate of the perturbation can be written as 

𝜆(𝑠)𝑖 = ln(1 − 𝑝) +
⟨

ln
|

|

|

|

d𝑓
d𝑥

(𝑥𝑖)
|

|

|

|

⟩

= ln(1 − 𝑝) + 𝜆𝑖, (6)

and, therefore 

𝑝(𝑠)𝑖 = 1 − exp(−𝜆𝑖). (7)

Note that, since 𝑥𝑖 and 𝑥0 are not synchronized in general, the quantity 
𝜆𝑖 =

⟨

ln ||
|

d𝑓
d𝑥 (𝑥𝑖)

|

|

|

⟩

 defined above is not the Lyapunov exponent of the 
uncoupled map, but depends on the local dynamics of 𝑥𝑖. As above, this 
value can be calculated from the probability density distribution 𝑃𝑖(𝑥)
of the variable 𝑥𝑖, 

𝜆𝑖 = ∫

1

0
ln
(

|

|

|

|

d𝑓
d𝑥

(𝑥)
|

|

|

|

)

𝑃𝑖(𝑥)d𝑥. (8)

3. Chain of logistic maps

Below we consider a chain of logistic maps at the Ulam point 
defined by the recurrence equation 

𝑥′ = 4𝑥(1 − 𝑥). (9)
3 
Fig. 3. Probability density distribution 𝑃𝑖(𝑥) of maps along the chain for 𝑝 = 0.32, and 
the linear approximation (straight black dashed line). 𝑃0(𝑥) is the probability density 
distribution of the unperturbed logistic map. For 𝑖 ≥ 1 the probability distribution is 
influenced by the dynamic of the node in the previous layer, thus 𝑃𝑖(𝑥) ≠ 𝑃0(𝑥).

The stationary probability density distribution of the state variable 𝑥
is 𝑃0(𝑥) =

(

𝜋
√

𝑥(1 − 𝑥)
)−1

, see Fig.  3. The corresponding Lyapunov 
exponent is 

𝜆0 = ∫

1

0

ln(4|1 − 2𝑥|)

𝜋
√

𝑥(1 − 𝑥)
d𝑥 = ln(2). (10)

This yields, according to the general relation (5), 𝑝(𝑐) = 1
2 .

3.1. Patterns of synchrony in a small chain

In the absence of the complete synchronization across the layers, 
i.e., for 𝑝 < 𝑝(𝑐), the regimes at 𝑖 > 0 are different from that of Eq. (9) 
and the form of the probability density varies with the layer number 𝑖. 
Fig.  3 indicates that for large 𝑖, the distributions for different 𝑖 become 
nearly equal and are well approximated by 𝑃 (𝑥) = 2𝑥. This probability 
shape is similar to the one reported in Fig. 4 of Ref. [27], obtained for 
asymmetrically coupled logistic maps on a Cayley tree. Inserting this 
approximation in the relation (8), we get 𝜆𝑖 = ln(4) − 1 ≈ 0.386. The 
corresponding approximate value of the critical coupling according to 
Eq. (7) is 𝑝(𝑠)𝑖 ≈ 0.32 in good agreement with Fig.  4(b).

In Figs.  4 and 5 we show the results of our simulations with a limited 
number of nodes with logistic maps: we plot the average distances 𝑐𝑖
(Fig.  4(a)) and 𝑠𝑖 (Fig.  4(b)) for the first 10 layers of the system. In Fig. 
5 we show the computed sibling Lyapunov exponents, 𝜆(𝑠)𝑖 , and we also 
plot the first computed parent–child Lyapunov exponent 𝜆(𝑐)1  (labeled 
0 in legend). Note that for 𝑝 > 𝑝(𝑐) all nodes are synchronized, so the 
Lyapunov exponent follows the same behavior for all nodes.

We can notice that the transition to parent–children synchronization 
across the layers occurs for all layers around the estimated value 
(Eq. (5)) 𝑝(𝑐) ≃ 0.5, although with quite a different behavior near the 
transition threshold. Synchronization within a layer starts at a value of 
𝑝(𝑠)𝑖 ≃ 0.32 < 𝑝(𝑐).

3.2. Synchronization window with a chessboard pattern

There is also a synchronization-within-a-layer window near 𝑝 =
0.18, which can be explained as follows. A detailed visual inspection 
(Fig.  6) reveals that here a chessboard-like spatio-temporal pattern 
close to having period 2 both in space and time is observed. Let us 
assume that such a pattern is superstable, i.e. it contains the point 
𝑥 = 1∕2 at which 𝑓 ′(𝑥) = 0. Such a pattern has a form 𝑥 (2𝑘 + 1) =
2𝑚+1
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Fig. 4. The distances between parent and child (a) and between the two siblings (b) 
for the first 10 layers of the logistic chain (total length 11 layers); 𝑇 = 104, 𝜏 = 105.

𝑥2𝑚(2𝑘) =
1
2 , 𝑥2𝑚+1(2𝑘) = 𝑥2𝑚(2𝑘 + 1) = 𝑋 with some unknown 𝑋. It is 

a solution of the logistic chain if
1
2
= 𝑝𝑓

( 1
2

)

+ (1 − 𝑝)𝑓 (𝑋), 𝑋 = 𝑝𝑓 (𝑋) + (1 − 𝑝)𝑓
( 1
2

)

.

This system of equations has a solution

𝑋 =
3 +

√

17
8

, 𝑝 =
5 −

√

17

9 −
√

17
≈ 0.1798 .

One can expect that around this superstable value of the parameter, 
0.16 ≲ 𝑝 ≲ 0.2 the pattern will still be stable. However, a perfect period-
2 pattern will be only observed for a particular period-2 trajectory at 
site 𝑖 = 0. For a generic chaotic driving 𝑥0(𝑡), one, first, starts to observe 
this pattern for large enough 𝑖, and second, this pattern is not perfect. At 
large distances from edge 𝑖 = 0, one observes long patches of the period-
2 behavior intermingled with defects (Fig.  6); the number of defects 
decreases with 𝑖. This explains why only at large 𝑖 the transversal 
Lyapunov exponent for the stability within a layer becomes negative 
(cf. Fig.  5).

There is, however, a visible contradiction between the transversal 
exponent 𝜆(𝑐)1  (Fig.  5) and the observed distance 𝑠𝑖 (Fig.  4) in the region 
𝑝 ≈ 0.18. Indeed, even for small 𝑖 where 𝜆(𝑐)1 > 0, synchronization within 
a layer is observed.

This ‘‘anomalous’’ synchronization can be understood as a result of 
finite-precision effects of numerical simulations (cf. Ref. [31]). Even 
when the transversal Lyapunov exponent is positive, fluctuations in 
the distance between systems 𝑥𝑖 and 𝑦𝑖 can reduce this distance to 
such a small value that the computer representations of the states 
coincide. Afterward, the states remain identical, despite the presence 
of transversal instabilities.

To verify this hypothesis, one can rerun the numerical simulations 
with increased precision 𝜀, for instance, increasing from 𝜀 = 32 bit up 
to 𝜀 = 512 bit, and compare the differences |𝑥𝑖 − 𝑦𝑖| with those obtained 
in previous simulations using 64-bit precision.

In Fig.  7(a), we present the siblings-distance 𝑠1 = ⟨|𝑥1 − 𝑦1|⟩, 
computed at different levels of 𝜀. As shown, increasing the precision 
4 
Fig. 5. The computed Lyapunov exponent 𝜆(𝑐)1  (0 in legend) and the Lyapunov exponent 
𝜆(𝑠)𝑖  of the chain (total length 11 layers); 𝑇 = 104, 𝜏 = 105.

leads to a change in the width of the synchronized window, which 
vanishes for 𝜀 > 128 bit.

Additionally, in Fig.  7(b), we present an example of the behavior of 
the sibling distance 𝑑(𝑠)1 (𝑡) = |𝑥1(𝑡) − 𝑦1(𝑡)| at the first node for 𝑝 = 0.18. 
Specifically, we compare this distance at low precision (𝜀 = 64) with 
that at high precision (𝜀 = 256). It is evident that higher machine 
precision leads to more accurate numerical representations, resulting in 
a minimum distance between the two nodes on the order of 10−20. At 
lower precision, synchronization is driven by approximation truncation: 
at the given coupling parameter, the distance eventually falls below 
machine precision, becoming numerically zero. A statistical analysis, 
based on 1000 simulations, shows that the distance between the sibling 
in the first layer, 𝑠1, for coupling values 𝑝 = 0.18 with a precision of 64-
bit we have probability 1 of having synchronization, with a precision 
of 256-bit this drops to the 0.2%. Intriguing is the case at 128 bits, 
where we have a 50% probability that the distance between siblings 
in the first layer drops below the machine precision and, therefore, of 
having synchronization. If we analyze the distance for deeper layers, 
we observe that even for greater numerical precisions, the distance ends 
up below the machine threshold, creating fictitious synchronized states. 
For example, for 256-bit precisions, from the fourth layer, the proba-
bility of having synchronized sibling states returns to 100% (compare 
Fig.  8 left column for 64-bit values). We expect that this phenomenon 
will disappear only with infinite numerical precision.

3.3. Importance of the numerical implementation for large chains

Before describing the results obtained for the deep system, e.g., with 
a number of layer ≫ 10, let us consider how the coupling scheme can be 
rewritten in two mathematically equivalent formulations, which, how-
ever, yield profoundly different computational results when combined 
with the map of Eq. (9).

Eq. (2) can be computationally implemented using the direct coupling
scheme, as defined in the mathematical model: 
𝑥′𝑖 = (1 − 𝑝)𝑓 (𝑥𝑖) + 𝑝𝑓 (𝑥𝑖−1);

𝑦′𝑖 = (1 − 𝑝)𝑓 (𝑦𝑖) + 𝑝𝑓 (𝑥𝑖−1).
(11)

Another possible numerical implementation is a delta coupling 
𝑥′𝑖 = 𝑓 (𝑥𝑖) + 𝑝

(

𝑓 (𝑥𝑖−1) − 𝑓 (𝑥𝑖)
)

;

𝑦′𝑖 = 𝑓 (𝑦𝑖) + 𝑝
(

𝑓 (𝑥𝑖−1) − 𝑓 (𝑦𝑖)
)

,
(12)

where first, a difference of the values at two layers is calculated, and 
then multiplied by 𝑝 and added to the value at the current layer.

In Fig.  8 we show the results for the distances (parent–child across 
the layers and siblings within a layer) obtained using the two different 
computational schemes (Eqs. (11), (12)). As we can see, the behavior 
of the synchronization state at 𝑝 > 𝑝(𝑐) in this kind of system is strongly 
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Fig. 6. (Top) Snapshot of the time evolution of maps 𝑥7(𝑡) and 𝑥8(𝑡) for 𝑝 = 0.18 and (bottom) heat map of the time evolution of the nodes in the deeper layers (total length 100
layers). In both cases we show the time evolution for each time step. 𝑇 = 105, 𝜏 = 104.
Fig. 7. (a) Siblings distances of the first node (𝑠1) computed with different machine 
precision 𝜀 (values in legend). Only for precision 𝜀 ≥ 256 bit does the synchronization 
window disappear. Here 𝑇 = 104, 𝜏 = 105. (b) Plot of the time evolution of the siblings 
distance of the first nodes (log10 𝑑(𝑠)

1 ) computed with 𝜀 = 64 and 𝜀 = 256 machine 
precision at coupling parameter 𝑝 = 0.18. The distance with 64-bit precision may 
eventually reach values lower than machine precision, creating artificial synchronized 
states.
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influenced by the computational scheme used to implement Eq. (2) for 
the distance across the layers for deeper nodes (> 10).

In particular, for coupling values greater than the critical value 𝑝(𝑐), 
it is not possible to obtain a completely synchronized state when the 
simulation is performed with the direct computation scheme.

3.3.1. Boundary sensitivity of the synchronized dynamics
The reason for the sensitivity of the dynamics to the numerical 

scheme lies in the convective instability of the synchronous dynamics. 
This effect in coupled map lattices has been discussed in Refs. [32,33] 
in the context of asymmetrically coupled map lattices, which also 
includes the unidirectional coupled chain of the present study. Indeed, 
the usual Lyapunov exponent measures the on-site evolution of a per-
turbation, while a perturbation can decay on-site but propagate along 
the chain as a pulse with growing amplitude. To identify such a state, 
one needs to calculate a velocity-dependent (a.k.a. comoving) Lya-
punov exponent 𝜆(𝑣) which explores growth rates from a localized in 
space initial perturbation along the spatial–temporal rays propagating 
with different velocities 𝑣 [30,34]. Usual Lyapunov exponent appears 
in this formalism as 𝜆(0), and convective instability happens if 𝜆(0) < 0
but 𝜆(𝑣) > 0 for some 𝑣 ≠ 0.

The velocity-dependent Lyapunov exponent for an asymmetrically 
coupled map lattice has been calculated in Ref. [33], in our case 

𝜆(𝑣) = ln 2 + (1 − 𝑣) ln
1 − 𝑝
1 − 𝑣

+ 𝑣 ln
𝑝
𝑣
. (13)

One can easily check that, indeed, for 𝑝 > 1∕2, the homogeneous 
synchronous state is convectively unstable.

3.3.2. Propagation of local disturbance in a convectively unstable regime
One experiment where this relation can be checked is to calculate 

the time to re-synchronization if a local perturbation is added. Assum-
ing the system is in a state of complete synchronization (𝑝 ≳ 𝑝𝑐) we 
initialize the chain in a synchronized configuration such that 𝑥𝑖(0) =
𝑥 (0). A small perturbation is introduced to the initial condition of the 
0
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Fig. 8. Heat maps of the parent–child distances (left column) and sibling distances (right column) for a system with 100 layers. In the first row we show the results obtained with 
the direct coupling scheme, Eq. (11), in the second are shown the same plot for the delta coupling, Eq. (12).
Fig. 9. (a) Number of time steps needed to reabsorb a perturbation of amplitude 𝜂 from a globally synchronized state. In the dashed line, the linear fit is shown. 𝑇 = 103, 𝜂 = 0.001. 
(b) Velocity versus coupling parameter for different initial noise values 𝜂 (in legend) and, in black line, the theoretical value estimated by solving 𝜆(𝑉 ) = 0 in Eq. (13) numerically.
first node 𝑥0(0) → 𝑥0(0) + 𝜂. This perturbation spreads along the chain, 
but eventually, all nodes return to the synchronized state. We analyze 
the time required for each node to resynchronize, utilizing the delta 
coupling scheme for the computational scheme. In Fig.  9(a), we present, 
for various coupling values, the number of time steps 𝑡 needed for the 
distance 𝑑(0)𝑖 (𝑡) = |𝑥𝑖(𝑡) − 𝑥0(𝑡)| between the first node (𝑥0) and the 𝑖th
node to fall below a predefined threshold (set at 10−8) when subjected 
to a disturbance of intensity 𝜂 = 0.001. As observed, the behavior is 
approximately linear. The slope estimated from the data allows us to 
define a propagation velocity of the perturbation, or more precisely, a 
velocity at which the disturbance is reabsorbed along the chain. This 
velocity approaches zero at the critical threshold 𝑝(𝑐), indicating the 
divergence of the reabsorption times.

The reabsorption velocity 𝑉  can be determined by finding the 
velocity at which the velocity-dependent Lyapunov exponent (Eq. (13)) 
vanishes: 𝜆(𝑉 ) = 0. In Fig.  9(b), we compare the simulation results 
with theoretical predictions (to find 𝑉 , we found the root of Eq. (13) 
numerically), showing that this approximation holds well.

3.3.3. Spatial amplification of persistent boundary perturbances
In Section 3.3.2 we considered a single local perturbation at the 

boundary, while here we look at a persistent perturbation on top of 
a synchronous state 𝑥𝑛(𝑡) = 𝑋(𝑡) at 𝑝 > 1

2 . A small perturbation 𝑧𝑛(𝑡) =
𝑥𝑛(𝑡) −𝑋(𝑡) evolves in the linear approximation according to 
𝑧 (𝑡 + 1) = 𝑓 ′(𝑋(𝑡))[𝑝𝑧 (𝑡) + (1 − 𝑝)𝑧 (𝑡)] . (14)
𝑛 𝑛−1 𝑛
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Let us consider the spatial evolution of the field 𝑧𝑛(𝑡). Namely, we fix 
the time interval 1 ≤ 𝑡 ≤ 𝑇  and set a random homogeneous in time 
boundary condition 𝑧0(𝑡) (e.g., from a uniform distribution). Then we 
iterate Eq. (14) in space to find the fields 𝑧1(𝑡), 𝑧2(𝑡),…. It is convenient, 
to avoid boundary in time effects, to use periodic boundary conditions 
in 𝑡 (i.e. we set 𝑧𝑛(1) ≡ 𝑧𝑛(𝑇 + 1)). The field 𝑧𝑛(𝑡) grows with 𝑛, as 
illustrated in Fig.  10.

The logarithmic scale in Fig.  10 suggests exponential growth of the 
perturbations in space. This can be quantified with the spatial Lyapunov 
exponent (see [35] for a growth rate of periodic in time perturbations) 

𝛬 = lim
𝑛→∞

ln
|𝑧𝑛(𝑡)|
|𝑧0(𝑡)|

. (15)

This quantity in dependence on 𝑝 is shown in Fig.  11 for the logistic 
map. The spatial Lyapunov exponent defines an effective ‘‘boundary 
layer’’ close to the left end 𝑖 = 0, within which one can observe 
synchronization: 𝛥 ≈ 𝛬−1 ln |𝑣0|. One can see that this domain grows 
with parameter 𝑝 and is minimal close to the synchronization threshold 
𝑝 ≳ 1

2 .

3.3.4. Numerical scheme as a source of boundary perturbations
We have observed that the two computational schemes exhibit sig-

nificantly different results for coupling values greater than the critical 
value, particularly in the behavior of the deeper layers of the system. 
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Fig. 10. Evolution in space of the perturbation field |𝑧𝑛(𝑡)| for 𝑝 = 0.6. Lines show (from bottom to top) 𝑛 = 1 (red), 𝑛 = 6 (green), 𝑛 = 11 (blue) and 𝑛 = 16 (magenta).
Fig. 11. Spatial Lyapunov exponent 𝛬 (Eq. (15)) in dependence on the coupling parameter 𝑝. The dotted line is the value ln(2) to be expected at 𝑝 = 1.
Fig. 12. Fraction of number 𝑁0 that can break the synchronization due a mantissa error over 𝑁 = 10000 randomly extracted in [0, 1] for different values of the coupling parameter 
𝑝. In dashed line we show the values 𝑝̃ = (2𝑛 − 1)∕2𝑛.
This difference arises from a combination of computational effects with 
the convective instability described above.

Here, we argue that in numerical simulations, persistent boundary 
perturbations can arise, leading, as has been shown in Section 3.3.3, to 
the loss of synchrony at large distances from the boundary.

Let us consider the direct coupling scheme (Eq. (11)), and let 𝑡 be the 
time instant at which synchronization between two consecutive nodes 
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hold: 𝑥𝑖 = 𝑥𝑖−1. In that case, 𝑓 (𝑥𝑖) = 𝑓 (𝑥𝑖−1) also holds; however, due 
to a finite representation of numbers in a digital computer, it is not 
automatically true that (1−𝑝)𝑓 (𝑥𝑖)+𝑝𝑓 (𝑥𝑖−1) = 𝑓 (𝑥𝑖−1), therefore it can 
happen that 𝑥′𝑖 ≠ 𝑥′𝑖−1 (in fact, they differ in computer representation 
just by one last bit). This can create situations where the states of two 
consecutive nodes are identical, but the mixing of the factor 𝑝 and (1−𝑝)
desynchronizes them, resulting in 𝑥′ ≠ 𝑥′ . This, combined with the 
𝑖 𝑖−1
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propagation of perturbations, break the stability of synchronized state 
along the chain.

The effect of a non-exact computation in the direct scheme is state-
dependent, it does not happen for all values of 𝑥𝑖. In Fig.  12 we plot the 
fraction of input 𝑥 from which a perturbation of the synchronized state 
can arise due to the finite representation of numbers in the computer. 
Specifically, the plot shows the number 𝑁0 of values such that (1− 𝑝) ∗
𝑓 (𝑥)+𝑝 ∗ 𝑓 (𝑥) ≠ 𝑓 (𝑥) out of 𝑁 random samples of 𝑥 ∈ [0, 1] for various 
values of 𝑝. As can be observed, this fraction is non-zero for almost all 
the considered values of 𝑝, showing a maximum around 𝑝 ≈ 0.67, before 
decreasing to zero as 𝑝 → 1.

To confirm that this phenomenon is purely artificial and caused by 
the numerical representation used in the simulation, we note that for 
certain values (marked by a gray dashed vertical line in figure), the 
fraction 𝑁0∕𝑁 = 0. These values are 𝑝̃ = (2𝑛 − 1)∕2𝑛 for integer 𝑛 > 2. 
If we examine the binary representation of these numbers, the effect of 
multiplying 𝑝′ = (1 − 𝑝̃) by 𝑦 = 𝑓 (𝑥) is to shift the most significant bit 
of 𝑦 by 𝑛 positions to the right. Since the action of 𝑓 on 𝑥 can at most 
change the first digit from zero to one, the combination of these two 
effects automatically leads, if 𝑛 > 2, to a fictitious synchronized state. 
This explains why the complete synchronized state observed in the case 
of direct coupling for 𝑝 = 0.75 in Fig.  8.

Note that the chaotic nature of the local dynamic is crucial: it 
guarantees that there exists a non-zeros probability such that the value 
of the state 𝑥𝑖 is one of the 𝑁0 values that can desynchronize the chain.

In contrast, in the delta coupling scheme, this phenomenon does not 
occur because if 𝑓 (𝑥𝑖) = 𝑓 (𝑥𝑖−1), then 𝑝 ∗

(

𝑓 (𝑥𝑖−1) − 𝑓 (𝑥𝑖)
)

= 0 exactly, 
and not due to approximations resulting from mantissa error.

4. Conclusions

In our study we explored the synchronization dynamics of a branch-
ing chain of unidirectionally coupled chaotic maps, focusing on parent–
child and siblings synchronization. This configuration captures the 
essence of the process on a Cayley tree structure.

We found that both transitions are governed by the corresponding 
transversal Lyapunov exponents, which can be calculated according to 
the probability distribution of the driving unit.

We also analyzed the importance of numerical precision in this type 
of simulations, showing how synchronization windows can depend on 
machine precision. To support this, we introduced two computational 
schemes that are mathematically equivalent, but exhibit different be-
haviors of synchronization across the layers for the deep nodes of the 
system and large values of the coupling parameter. We have shown that 
this behavior is caused by a combination of spurious computational 
effects enhanced by the chaotic local dynamics, amplified along the 
chain.

We have also shown that, while the re-synchronization dynamics of 
locally perturbed states is dictated by a velocity-dependent Lyapunov 
exponent (Eq. (13)), in the case of persistent irregular perturbations it 
is necessary to introduce the spatial Lyapunov exponent (Eq. (15)).

Remarkably, the two discussed sources of numerical imprecision 
play different roles: in one case, it leads to a synchronous state although 
being unstable; in the other case, it breaks synchrony in spite of his 
stability.

We expect that similar results hold for other maps as well, and 
also in continuous-time systems, like unidirectionally coupled chains 
of ordinary differential equations.
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