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1. Introduction

Coherence, or stability of the oscillation frequency, is an important characteristic of clocks, lasers, electronic circuits and
other self-sustained oscillators. Often, it directly determines the quality of these systems. Another important feature of the
coherence is that it determines a predisposition of an oscillatory system to synchronization. Coherence is quantified by the
width of the spectral peak of the oscillation or, equivalently, by the coefficient of the phase diffusion. This notion of coherence
applies not only to noisy limit cycle oscillators, but also to many chaotic systems which admit phase description.

In this paper we address a question: how does the coherence change if a noisy or a chaotic oscillator is coupled to a
passive linear system? This question can be equivalently formulated as a control problem: how can we affect the coherence
of oscillations by attaching a passive linear system to a noisy or to a chaotic one? In this formulation the setup can be
treated as a feedback control scheme. In a general context, a feedback control is useful not only for engineering aspects of
experiments but also has found applications in various fields of physics [1] such as chaos theory and nonlinear dynamics,
statistical mechanics and optics. Particularly, a delayed feedback is a commonly employed tool to control different properties
of a dynamical system: to make chaotic systems operate periodically (the famous Pyragas control method [2]), to suppress
space-time chaos [3-6], to manipulate collective synchrony in ensembles of interacting oscillators [7-10], to stabilize
unstable steady states [11], to control noise-induced motion [12], etc. Many examples of feedback regulation can be found in
living organisms; e.g., feedback mechanisms play an important role in the regulation of respiratory and cardiac rhythms [13,
14].

For a noisy or chaotic active oscillator, a control of the phase diffusion provides a tool to control stability of its oscillation
— an important property for clocks, electronic generators, and other systems. As was recently analytically and numerically
shown in Refs. [15-17], such a control can be achieved by means of a simple or multiple delayed feedback. In this paper we
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extend and generalize the results of Refs. [15-17] by considering a general linear feedback control (a delayed one then
appears as a particular case). We present a theory for such a control, treating the phase dynamics of noisy limit cycle
oscillators in the linear and Gaussian approximations; the theory is supported by numerics for noisy periodic and chaotic
oscillators. We believe that our analysis of a general linear feedback control of coherence contributes to the theory and can
be useful for other applications.

The paper is organized as follows. In Section 2 we introduce the basic phase model and analyze it in the framework of
linear and Gaussian approximations. In Section 3 we consider an important particular case of a noisy autonomous oscillator
coupled to a linear damped one. In Section 4 the coherence control of the chaotic Lorenz oscillator is studied. In Section 5
we discuss our results.

2. Phase model and its diffusion property

2.1. Basic phase model

As is well known, the phase of a noisy self-sustained oscillator exhibits a random-walk-like motion, so that one can speak
of phase diffusion [18]. We describe an autonomous noisy or chaotic oscillator by the phase dynamics equation

¢ = Q20+ E(0). (1)

Here £2 is the mean frequency and the noisy term & (t) describes effects of noise and/or chaos on the phase dynamics. The
diffusion of the phase is determined, according to the Green-Kubo formula (see, e.g. Ref. [19]), by the spectral component of
noise & (t) at zero frequency. We assume that the oscillations are nearly harmonic, which is e.g. justified if a self-sustained
oscillator operates near the Hopf bifurcation point, so that the process itself can be represented as x(t) = Acos ¢(t). This
process drives a linear passive system, the output signal of which can be generally written in terms of the Green function as

y(t) = ffoo G(t — t")x(t")dt’. This signal y(t) now drives the oscillator (1), leading to the phase equation

¢ =2 +a / G(t — t') cos(gp(t') — p())dt’ + £(t), (2)

where a is the strength of the coupling. In Appendix A we give a derivation of Eq. (2) for a particular case of noisy van der
Pol oscillator.

Our main goal is to investigate the diffusion properties of the phase in the framework of Eq. (2). For this purpose it is
convenient to split the phase into an average growth and fluctuations, writing ¢ = £t + . Then, for the fluctuating
instantaneous frequency v(t) = v, satisfying (v) = 0, we obtain from Eq. (2)

v(t) = 20— N+ E&E(F)+a foo G(t) cos(2t) cos(y(t — t) — Y (t))dr
0

+a/oo G(7) sin(27) sin(y¥ (t — 7) — ¥ (£))dr. (3)
0

Next, we have to calculate the power spectrum S,(w) of instantaneous frequency v(t); more precisely — the value of
the spectral component at zero frequency S,(0), because the latter defines the diffusion constant of the phase via the
Green-Kubo formula D = 27 S, (0).

Let us first consider a noise-free case, £ = ¢ = v = 0. Then Eq. (3) reduces to

o
Q- a/ G(7) cos 2tdt = £2. (4)
0

Eq. (4) shows that the linear feedback shifts the oscillation frequency. Furthermore, generally Eq. (4) can have either a unique
or multiple solutions for £2. The latter case is complicated and should be treated separately. In the following we choose the
parameters in a way that no multistability occurs.

Now we treat the problem in the linear approximation, assuming that the fluctuations of the phase are weak, i.e. ¥ (t) —
Y (t — 1) <« 2m. From Eq. (3) and taking into account Eq. (4) we obtain

u(t) = a/ G(o) sin z[y(t — 1) — Y (H)]dT + (1), (5)
0

where 2 is the solution of Eq. (4). Next, we apply the Fourier transform to Eq. (5). Denoting the Fourier transforms of v, v,
and & by F,, Fy, and Fg, respectively and using F, = F, /iw, we obtain:

F: ()
1— & [ G(r)sin2r(e7" — )dr

1

Fv(w) =

(6)
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Hence, the power spectrum of frequency fluctuations S, (w) is related to the power spectrum of noise Sz (w) according to
S¢ ()
[1— & [*G(r)sinQt (e — Dydr|*
Considering the limit w — 0 we obtain for S, (0):
5:(0)
11+ a /;° G(r)Tsin .Q‘L’Cl‘L'|2 .
As a result, we obtain the expression for the diffusion constant D = 27 S, (0) in the linear approximation as
D= 2 - @
[14a ;" G(r)TsinRtdr]

where Dy = 2S¢ (0) is the diffusion constant in the absence of the control.
Remarkably, deriving Eq. (4) with respect to £2 we can rewrite Eq. (7) as

D de2 \?

5= (50 ) Q

DQ dQO
Physically, relation (8)! reflects the fact that noise in the basic model (1) is additive. Therefore, the effects of the random
perturbation of the phase velocity & and of a constant perturbation due to variation d$2, of the oscillator frequency are
described in the framework of linear approximation by the same transform operator (6) at zero frequency. (Indeed, if
we consider variation of the oscillator frequency then the noise term in Eq. (5) should be substituted by d£2; and the
transformation (d$29)?> — (d£2)? will be described by an equation, similar to (7).)

To perform a statistical analysis beyond the linear approximation analytically, we make an assumption that the phase

fluctuations ¥ (t) as well as the noisy term & (t) are Gaussian. After averaging Eq. (3) over the fluctuations of v(t) = ¥
(which are also Gaussian distributed), we obtain for the mean frequency £2:

Sy (w) =

5,(0) =

0=020— 2+ a/oo G(t) cos(2t){(cos(¥(t — t) — ¥ (t)))dr. 9)

0
The phase difference vy (t — t) — ¥ (t) = n(t, ) is also Gaussian, hence (cos ) = exp[—(n?)/2]. Thus Eq. (9) takes the form
0=02— 2+ a/oo G(t) cos(§27) exp[—(n?)/2]dr. (10)

0

The phase difference n can be represented as an integral of the instantaneous frequency:

t 0
n(t,t) = —/ v(s)ds = —/ v(t + z)dz, 1n
t —

-7 T

where z = s — t. For the variance of the phase difference 1 we obtain:

0 2 0 0
(n?) = <[/ v(t—i—z)dz] >:</ v(t+t’)dt’/ v(t+t”)dr”>

0 0 0
= / dt’/ dt"K,(t" —t') = 2/ (t + HK,(tHdt' = 2R(7), (12)

where K, (t") = (v(t)v(t + t')) is the autocorrelation function of the instantaneous frequency. Substituting (n?) = 2R into
Eq. (10) we obtain:

o0
0=00— 2+ a/ dr cos 21G(r)e @, (13)
0

Note, that the obtained equation for the frequency of the controlled system is similar to the corresponding Eq. (4), valid
in the linear approximation, but contains an additional factor e (). To find quantity R, we introduce the power spectrum
Sy (w) of the instantaneous frequency v(t) and compute the last integral in Eq. (12):

0 0 00
R(7) (t + tHK,(thdt' = (t+t) </ Sv (a))ei"”,da)> dt’

-7 -7 o0

*® 1 —coswt
= / ———Su(@)do. (14)
_ w

o0
Here we have used the fact that S, (w) is an even function.

Twe are grateful to an anonymous reviewer who pointed out this corollary from Egs. (4) and (7).
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The next step is to find the diffusion coefficient that is related to the spectral density of the frequency fluctuations at zero
frequency: D = 27 S, (0). Computation of this spectrum in Appendix B yields:

Se(w)

U }1 - % fooo dt sin QTG(‘L’)E_R('[)(] — elwt)‘z
Thus, we obtain
D
o : (16)

[14a ;" drTsin ch(f)e—m)f ’

where Dy = 2S¢ (0) is the diffusion constant in the absence of the feedback.

Eq. (16) is still implicit because function R(t) depends on S,(w) in a non-trivial way (14). To proceed we make an
approximation of this relation, assuming that the spectrum of velocity fluctuations S, (w) is wide. This means that we can
approximate the last integral in (14) setting S, (w) ~ const as

*® 1 —coswt D
R~ / ———S,(0)dow = —. (17)
_ w 2

o0

Substituting this expression in Eq. (16) we obtain a closed equation for determination of the diffusion constant in the
Gaussian approximation:

o0
0=28— 2+ a/ dz cos 2tG(r)e P72,
0

Do
[14a ;" drTsin21G(r)eP/?]

This is an implicit system of two nonlinear equations for unknown mean oscillation frequency £2 and diffusion constant D,
but it contains no unknown functions and can be easily solved numerically. Noteworthy is the fact that in the limit of small
diffusion constant when one can set e /2 & 1, this system coincides with Egs. (4) and (7) of the linear approximation.
Note, that because the factor e~2*/2 implicitly depends on £2, a relation similar to Eq. (8) cannot be written for this case. This
means, that the Gaussian approximation is effectively nonlinear.

3. Linear damped oscillator as a coherence controller

In this section we apply the general theory developed above to an important typical case, where a noisy/chaotic active
oscillator is coupled to a passive linear oscillator (which equivalently can be considered as a band pass filter). Such a scheme
was used in Ref. [10] for control of collective synchrony in an ensemble of globally coupled oscillators. Here we analyze how
this scheme controls the coherence of the noisy van der Pol oscillator:

X—pu(1=x)x+ Qx=cit+ 1), (COC))=2d5(t —t), (19)
ii + il + @ju = x. (20)

Here Eq. (19) describes a noisy van der Pol oscillator driven by the output i of a passive linear oscillator (20). The Green
function of linear damped oscillator is given by:

o
G(r) = e @%/? <cos wot — Yo sin wor) , (21)
0

where wy = ,/—a?/4 + &)5 and the parameter of coupling is a = —¢&/2£2y. Substituting this in Eq. (4) we obtain the equation
for the frequency £2

o o

2= — a/ e ¥t/2 <cos woT — — sin wor) cos 2tdr. (22)
0 2w

Similarly, substituting these expressions in the Eq. (7) we obtain the diffusion constant in the linear approximation as

D= Do . (23)

2
o0 . .
[1 + afo e—ot/2 (cos weT — 2"‘70 sin a)or) T sin .Qrdt]
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Fig. 1. Theoretical results for the phase diffusion constant D of the controlled noise driven van der Pol oscillator as the function of oscillator frequency &g
and feedback strength ¢ in linear (left row) and Gaussian (right row) approximations for Dy = 0.0024 and for « = 0.08¢y (top panels), « = 0.1@p (middle
panels), and ¢ = 0.2@g (bottom panels).

In the same way we obtain equations for the frequency and the diffusion constant in the Gaussian approximation:

o0
22— a/ e (@tD)r/2 (cos weT — 2 sin wo'z,') cos 2tdt = £, (24)
0 2wy
D
D= 0 . (25)

2
[1 + afooo e—(@+D)r/2 (cos woT — 2"‘70 sin wot) T sin .Qtdt]

Computing the integrals we obtain the main results of our analysis — closed systems of two equations for §2, D in both
approximations. These lengthy expressions are given in Appendix C.

These systems for two variables D and £2 have been solved numerically and the results are presented in Fig. 1. First we
analyze the dependence of the diffusion constant D on the the oscillator damping factor «. One can see that the feedback
control essentially changes the diffusion constant for small values of o. With an increase of the band pass of the filter the
control effect almost vanishes (see bottom panels in Fig. 1).

Next, we analyze the impact of the oscillator frequency @,. From Fig. 1 one can see that there is only a slight difference
between the two approximations. This difference is more noticeable in Fig. 2, where we show the values of diffusion constant
D resulting from linear (a) and Gaussian (b) approximations for different values of oscillator frequency. Below we compare
numerical solutions of the analytically obtained equations with direct numerical simulations.

Finally, we note that from Figs. 1 and 2 one can see that dependence D = D(¢) is not monotonic. To explain this, let us
recall that the frequency £2 of the van der Pol oscillator (19) depends on the feedback factor ¢ according to (22) and (24).
On the other hand, the effect of control via linear oscillator (20) depends on the relation between 2 and w,, demonstrating
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Fig. 2. Theoretical results for linear (a) and Gaussian (b) approximations for diffusion constant D for different values of oscillator frequency and for
o = 0]5)0

0.002

0.001

0 1 | 1
-0.02 0 0.02

[

Fig. 3. The dependence of the phase diffusion constant D on the feedback strength ¢ for the controlled van der Pol model. The control is implemented by
linear passive oscillator, Eq. (20). The solid line represents results of numerical simulation (Egs. (19) and (20)); dotted and dashed lines represent theoretical
results of linear equation (C.1) and Gaussian equation (C.3) approximations, respectively.

aresonance-like maximum. These two facts explain that the resonant value of wy shifts with &, as one can see in Fig. 1. As a
result, the dependence D(¢) for fixed wy also exhibits a pronounced resonance-like behavior (Fig. 2).

3.1. Proportional derivative control: Numerical results

In this section we verify the theory above by direct numerical simulations of a noisy van der Pol oscillator coupled to a
linear passive system ((19) and (20)). In the presence of control, the diffusion can be suppressed or enhanced, depending
on the feedback strength ¢ and frequency @y, which is confirmed by the numerical results in Figs. 3 and 4. In Fig. 3 we
show the numerically obtained dependence of the diffusion constant on the coupling strength ¢ (solid line) and compare
it with theoretical results for linear equation (C.1) and Gaussian equation (C.3) approximations (dotted and dashed lines,
respectively). The parameters are: 20 = @9 = 1, @ = 0.1@,. In numerical simulation we used d = 0.1 and u = 0.2; for
theoretical curves we took Dy = 0.0024. The correspondence between the numerics and analytical results is good in the
case of small values of the feedback strength ¢.



N. Tukhlina et al. / Physica A 387 (2008) 6045-6056 6051

0.015— A
!y
II 'l‘ — =10
| h 1" _ (u“=l.(]5
I \ - = oF107
! 1
I \
! 1
0.01 ! \
| \
I \
I 1
Q ! 1
L [ ‘
I \
| 1
] ‘/f.\
] "\ \
0.005 — 1 35 :
1 . \
1 1

0 |
-0.02 0 0.02
€

Fig. 4. Results of numerical simulation for the controlled van der Pol model ((19) and (20)) for different values of the oscillator frequency @g. The arrow
points to the uncontrolled value Dy of the diffusion coefficient.

In Fig. 4 we plot the diffusion constant D as a function of ¢ for controlled van der Pol model for different values of the

oscillator frequency @y. Depending on wy one can see that the curves are shifted with respect to the curve for @y = 1.0, in
the same way as in Fig. 2.

4. Coherence control of a chaotic oscillator

Although it is not possible to derive a phase equation for chaotic oscillators explicitly, the phase dynamics of some chaotic
oscillators is qualitatively similar to the dynamics of noisy periodic oscillators (see Ref. [20]), thus Eq. (2) can also be used for

chaotic oscillators coupled to passive linear oscillators. To prove this numerically, we consider the chaotic Lorenz system,
controlled by the passive oscillator (20):

Xx=0(y —x),
y=rmnx—y—xz,
z = —bz 4+ xy + ¢, (26)

ii-i—ail—i-c?)(z)u:Z,

where ¢ = 10, r = 28, and b = 8/3. The phase of the Lorenz system is well-defined if one uses a projection of the phase
space on the plane (u = /x% + y2, z) (see Ref. [20] and Fig. 7):

z(t) — zg

= arctan ——— |
¢ u(t) — ug

where the point {uy = 2b(r — 1), zg = r — 1} corresponds to the non-trivial fixed points of the Lorenz system. Notice that
there is no noise term in Eq. (26). However, due to chaos, the phase of the autonomous system grows non-uniformly, with
a non-zero diffusion constant. Diffusion constant D as the function of the feedback strength ¢ is shown in Fig. 5. One can see
that the diffusion can be both significantly enhanced (up to 4 times) and suppressed (up to 2 times) by the feedback. The
diffusion constant strongly depends on the frequency wq of the linear damped oscillator. This dependence for the Lorenz
system is demonstrated in Fig. 6.

We note that there is no unique way to introduce phase for a chaotic system. Besides the way we use here one can obtain
phase by linear interpolation between the times when a trajectory intersects a Poncaré section, or by means of Hilbert
or wavelet transform. However, the phases determined in these different ways differ only on a time scale of oscillation
period, whereas all the definitions are equivalent on a long (with respect to oscillation period) time scale (see a discussion
in Ref. [20]) and thus yield the same values of the diffusion constant.

Noteworthy is the fact that the effect of suppression of diffusion is not due to the suppression of chaos. One can see this
from Fig. 7, where we show the projections of the phase portrait for the system without feedback and also for maximal
suppression and enhancement; in all cases the dynamics is chaotic.

Another way to represent the effect of the attached linear oscillator on the coherence, is to look at the power spectrum.
The power spectrum of z(t) has a peak near frequency £2¢, and the width of the peak is proportional to the diffusion constant
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Fig. 5. Diffusion constant D for the phase of the controlled Lorenz system (26) as the function of feedback strength ¢, for wy = 27 /0.76, « = 0.1@,. The
arrow points to the uncontrolled value Dy of the diffusion coefficient.
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“ 1 I 1 ‘ L
0 10 20 30

wo

Fig.6. The dependence of the diffusion constant D for the phase of the controlled Lorenz system (26) on the oscillator frequency @y, fore = 0.5, = 0.1@.

D. One can see from Fig. 8 that the feedback control in the case of suppression of the diffusion makes the spectral peak
essentially more narrow (a) and vice versa, more wide in the case of enhancement (b).

We conclude this section by comparing our approach to coherence control with the widely used Pyragas chaos control
technique [2]. The goal of the latter is to stabilize a periodic orbit within chaos, which in our language means complete
suppression of the phase diffusion. We focus on the case where the diffusion can be either enhanced or decreased, but
not eliminated, so that the system remains chaotic. (Generally, for a stronger feedback factor one can expect suppression
of chaos.) Next, in the Pyragas technique the main parameter of the control loop - time delay - should correspond to the
period of the orbit to be stabilized, whereas in our approach the parameters of the feedback can be varied freely in order to
achieve the desired result.

5. Summary and discussion

We have demonstrated that a coupling of a chaotic or noisy self-sustained oscillator to a passive linear one significantly
changes the coherence of oscillations, which allows one to use this effect as the coherence control by means of a general
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20

20—

-20 0 20 -20 0 20 -20 0 20

Fig. 7. The projections of the phase portrait for the Lorenz system (26) in the absence of feedback, D = 0.28 (left column) and in the presence of feedback
for e = 0.96, D = 0.08 (middle column) and for ¢ = —0.88, D = 0.85 (right column). Parameters are: @y = 27 /0.76, « = 0.1éy.

Fig. 8. Spectra S(f) of the z component of the uncontrolled (solid line) and controlled Lorenz system (26) for ¢ = 0.5 (dashed line) and for ¢ = —0.3 (bold
line). Other parameters are: @y = 277 /0.76, « = 0.1d@y.

linear feedback. For characterization of coherence we have used the phase diffusion constant, which is proportional to the
width of the spectral peak of oscillations. We have developed a statistical theory of phase diffusion under the influence of a
general linear feedback in the framework of linear and Gaussian approximations and validated it by numerical results. The
theory works if the feedback is not very strong, or if the noise is strong enough to suppress multistability in mean frequency.
The case of multistability for strong feedback, not considered here, gives a possible direction for a further development of
the theory.

It has been shown in Ref. [10] that proportional derivative control implemented by a linear damped oscillator can be
used for manipulation of synchrony in ensembles of interacting oscillators. There is good reason to believe that the method
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suggested here may possibly substitute delayed-feedback schemes in some other applications, e.g., in stabilization of low-
dimensional systems [2,21-26,11,1], control of noise-induced oscillations [12], etc.

Acknowledgements

We acknowledge discussion with D. Goldobin and financial support by EU (Project BRACCIA) and DFG (SFB 555).

Appendix A. Phase model for a noisy van der Pol oscillator

In this appendix we derive the basic phase equation (2) for the noisy van der Pol oscillator:

X = Qpy,

~ 1 A1
y=—Q0x+upn(1—x)y+ QLL(x) + H“t)’ (cc))=2d%5(t — 1), (A1)
0 0

where L is a linear operator describing the feedback and ¢ is Gaussian noise. The general theory states (see, e.g., Refs. [27,
20]) that in the first approximation an external force acting on a limit cycle oscillator affects the phase variable, but not the
amplitudes, because the phase is free (i.e., it corresponds to the zero Lyapunov exponent) and can be adjusted by a very weak
action. On the contrary, the amplitude variables correspond to negative Lyapunov exponents and are, therefore, stable. For
further consideration we rely on this statement and use the phase description, which is valid for small noise and feedback.
For small nonlinearity © and in the absence of noise (d = 0) and control (¢ = 0), the van der Pol model has a limit cycle
solution Xy & 2 cos ¢, Xg ~ —2£2 sin ¢ with a uniformly growing phase ¢(t) ~ 2ot + ¢o [28].

The linear operatorfcan be generally written in terms of the Green function G(t — t’) asf(x) = fioo G(t — tHx(t)dt'.
According to Refs. [27,20,15,16] we can apply the standard procedure to derive the phase equation and write

b=2 +3¢(‘9f< )+ 1c(r))
=0T — | =—LXo - s
9yo \ $20 20
where xg = 2 cos ¢, yo = —2 sin ¢ are the limit cycle solutions and the phase is defined according to ¢ = — arctan(yy/xo).

Computing 87"; and substituting the variables xq and y, by 2 cos ¢ and 2 sin ¢, we obtain

cos ¢(t)
282

. & —~
d(t) = 20 — 20, cos ¢(t)L(xo) — £(0). (A2)

In terms of the Green function we write

cos ¢(t)
282

t
b(t) = 20 — Qi cos ¢ (t) / G(t — t') cos ¢ (t')dt’ — £ (0). (A.3)
0 —00

Since our main goal is to quantify the phase diffusion, we are mostly interested in the long-term dynamics of the phase.
Therefore, we average the r.h.s. of (A.3) over the period of oscillations. Using (cos ¢(t) cos qb(t’)) = % cos(op(t") — ¢(t)), and
the fact that ¢ is 6-correlated and independent of ¢, so that

(£ (O (t') cos (t) cos p(t)) ~ [ ()2 (t)) (cos (t) cos p(t')) = d*S(t — ),

we obtain the basic phase equation (2) with a = —ﬁ and & (t) being the effective noise, satisfying (s(t)é(t’)) =
d? /
@5 (t—=1t.

Note that the derived equations are also valid for the case of more general proportional and proportional derivative
feedback, when the control term is designed as a combination of the linear operators from x and %, i.e.,

t t

Go(t — tHx(tHdt’ + / Gi(t — tHx(tHdt’

—0o0

L) = To(x) + L1 (%) = /

= /Or [Go(r) +2G1(0)8(7) + G| ('c)] x(t —r)dtr = /Ot G(t)x(t — 7)dr, (A4)

where G(7) = Go(t) + 2G1(0)8(7) + G (7), where t —t’ = 7.
Finally, we note that if the oscillator is anharmonic, Eq. (2) should be generalized to a form containing higher Fourier
components of phases ¢ and ¢'.
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Appendix B. Computation of the spectrum of frequency fluctuations

First we rewrite Eq. (3) taking into account Eq. (11), which yields:

0

v(t) = 20— 2 +E@) + a/oo dt cos £2tG(t) cos [/ dzv(z + t)}
0 _

T

00 0
— af dt sin 27G(7) sin [[ dzv(z + t)] . (B.1)
0

-7

Next, in order to obtain equations for the autocorrelation function K, (t"), we introduce the autocorrelation function of the
noise Kz (t') and the cross-correlation function Kz, (t), i.e.,

Keo () = (£t + tHv(0)), Ke (t') = (E(t + £)E(D)).

Multiplying Eq. (B.1) by & (t 4 t'), v(t 4 t’) and averaging, we obtain the equations for the correlation functions Kz, (t") and
K, (t)

00 0
Kep(t) = Ke(t)) + af dt cos 27G(7) <.§(t +t') cos |:/ dzv(z + t):|>
0 —T
00 0
—a/ dt sin 2tG(1) <$(t+t’) sin [/ dzv(z +t)]>, (B.2)
0 -7
00 0
K, (t) = Key(—t') + a/ dt cos 21G(7) <v(t +t') cos |:/ dzv(z + t)}>
0 -7
00 0
— a/ dr sin 2tG(1) <v(t + t') sin |:/ dzv(z + t):|> ) (B.3)
0 —T

For the averaging of Eqs. (B.2) and (B.3) we use the Furutsu-Novikov formula [29,30], valid for zero-mean Gaussian variables
X,y

(XF()) = (F () (xy).

Thus, all terms having the form (x cos y) vanish, whereas all terms of type (x siny) remain:

0 0
<$ (t +t')sin |:/ dzv(z + t)j|> = / dzKe, (' — 2)e k.

Finally we can rewrite Egs. (B.2) and (B.3) as:

o0 0
Keo(t) = Ke(t)) —a / drsin2tG(r) | dzKe,(t' — 2)e R, (B.4)
0

00 0
Ky (t') = Ky (—t") — a/ dr sin 27G(7) dzK,(t' — z)e k. (B.5)
0

-7

Now we introduce the spectrum of the noise S¢ and the cross-spectrum of instantaneous frequency and noise Sg,. Then Eqgs.
(B.4) and (B.5) yield

(o) 0
Sev(w) = S¢(w) — aSgy (@) / dz sin .QrG(r)e_R/ dze 7 (B.6)
0

00 0
Sy(w) = Sy (—w) — as, (a))/ dt sin .QrG(r)e_R/ dze 7, (B.7)
0

-7

Excluding S¢, (w) we get

Se(w)

Sy(w) = ) 2"
|1— & [ drsin 2tG(r)eR(1 — elr)|
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Appendix C. Linear oscillator in the feedback loop: Equations for 2 and D
Computing the integrals in Egs. (22)-(25) we obtain equations for the frequency 2 and diffusion coefficient D in the
linear
16a0 £22
2 — = $2o,
(2 4+ w)? + a?/4) (2 — 0)? + a?/4)
Do
[1 + 2002 (24— (w2 +a? /4)?) j|2

(2+0)2+02/4)* ((2—w)?+a?/4)°

D=

: (C.1)

and in the Gaussian approximation
16aa 2% + 2aD ((« + D) + 4(2% + w?))
(¢+D)2 (¢+D)?
(@ + w2+ =222 (@ — w2 + «122)

= 0, (C.2)

D = Do/[l + (1682aD° + 322aaD* — 32Q2a(e® + 4w* — 4022)D?

+128Qa0(—2w? — & + 22%)D? + 16R2a(—7a* — 48w + 82%0? + 162*
+3202%0° — 400%?)D — 512Qaw’a + 5122°aa — 256Q2aw 5’ — 3202aa’)

x ((2 + wp)? + (@ + D)2 /4) > ((2 — w}y)? + (@ + D) /4)‘2]2 : (C.3)
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