Abnormal mixing of passive scalars in chaotic flows
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We study the relaxation of a passive scalar towards the uniform equilibrium distribution in an advection-diffusion problem where the phase space for the pure advection problem is a mixture of chaotic domains and elliptic islands. Since the advection-diffusion problem is linear, the relaxation can be characterized by the eigenvalues and eigenmodes of the evolution operator. Almost degenerate eigenvalues then give rise to deviations from simple exponential decay behavior. We show by example that the corresponding eigenmodes can be supported by islands or weakly connected chaotic domains. These theoretical considerations are related to some experimental observations in two-dimensional flows.

Stirring by chaotic advection greatly enhances the mixing of tracers in a fluid. The dynamical stretching and folding mechanism of chaotic flows produces intricate patterns, down to ever finer detail, until eventually diffusion takes over and completes the mixing on the molecular level [1–6]. This mechanism is particularly attractive for applications in low-Reynolds-number situations such as high-viscosity fluids or microchannels [7–10]. The dynamics of this stirring process has been probed in some detail in recent experiments on two-dimensional (2D) flows [11–14]. In addition to observations of the persistent patterns predicted by Pierrehumbert [15] the experiments also analyzed the decay rate of the contrast in the pattern. The evolution of a passive scalar field is governed by linear advection-diffusion equations, which allow an analysis in terms of eigenvalues and eigenfunctions which suggests exponential decays, perhaps modulated by oscillations if the eigenvalues are complex. The nonexponential decay observed in certain experiments in [13] was argued to be due to the large spatial extension and thus the coalescence of many eigenvalues. The goal of this paper is to show that also in small systems deviations from an exponential law can be found if the phase space is inhomogeneous: the decay can be dominated by several nearly degenerate eigenvalues, and no simple exponential decay results. We will also describe dynamical mechanisms for such a behavior. As a consequence, techniques for the destruction of islands of quasi-integrable motion, such as the resonance effects discussed in [9], will be very important for the design of efficient micromixers [8,10].

The theoretical description of the experiments can be based on a linear advection-diffusion equation for a passive scalar density $\phi(x,y,t)$,

$$\frac{\partial \phi}{\partial t} + \mathbf{v}(x,y,t) \cdot \nabla \phi = D \Delta \phi,$$

\[ (1) \]

where $\mathbf{v}(x,y,t)$ is the fluid velocity field (assumed to be incompressible) and $D$ is a molecular diffusion coefficient. The linearity of Eq. (1) and the time periodicity of the velocity field $\mathbf{v}(x,y,t)$ suggest an expansion of the density in a basis given by the Floquet eigenmodes of the linear evolution operator [15,16]. There will be one eigenvalue equal to 1, with the eigenvector the invariant density, and the one closest to it, with modulus less than 1, will dominate the asymptotic

FIG. 1. Phase portraits of the map (4). A long trajectory that fills out a chaotic region and leaves blank the elliptic islands is shown in gray. A few individual trajectories with quasiperiodic dynamics are shown in black. Parameters are $U_1=5$ and $U_2=3$ in (a) and $U_1=12$ and $U_2=1.12$ for (b). Note that in (b) there are two separate chaotic regions, distinguished by lighter and darker shades of gray.
dynamics for long times: the contrast of the scalar distribution, defined as
\[ \delta d^2 = \langle (\phi - \langle \phi \rangle)^2 \rangle, \] (2)
will decay exponentially with the square of the second largest eigenvalue of the corresponding transfer operator [17–23].

The detailed description of the experimental flow is somewhat involved [24], and simulations are not very efficient because of the full time dependence. However, the same qualitative features can be obtained in flows that reduce to 2D-area-preserving maps [25]. Consider the family of flows
\[ v(x, y, t) = \begin{pmatrix} U_1 f_1(t) \sin(y) \\ U_2 f_2(t) \sin(x) \end{pmatrix} \] (3)
on a domain periodic in \( x \) and \( y \) with period \( 2\pi \). The time-dependent functions \( f_1(t) \) and \( f_2(t) \) are periodic with period \( T \) and describe the switching between two simple shear flows,
\[ f_1(t) = 1 - f_2(t) = \begin{cases} 1 & \text{if } 0 \leq t < T/2, \\ 0 & \text{if } T/2 \leq t < T, \end{cases} \]
of amplitudes \( U_1 \) and \( U_2 \). The equations of motion can easily be integrated, so that the evolution over one period can be described by the two-dimensional map
\[ x_{n+1} = x_n + \frac{1}{2} U_1 \sin(y_n) \pmod{2\pi}, \]
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Eqs. describe the evolution of the probability density of simulation of time evolutions it is worth noting that the same operator product, $U$, then is their operator product, $U$.

The periodicity of the domain suggests to use a Fourier representation for both operators (cf. [18,26]). The Fourier harmonics of the scalar density, $\psi_n(l,m) = \frac{1}{4\pi^2} \int \int dx \, dy \phi(x,y,n) e^{-i(lx+my)}$, are then mapped according to

$$\psi_{n+1}(l,m) = \exp[-(l^2 + m^2)DT] \times \sum_{i,j} \psi_n(i,j) J_{l-m}(\frac{iU_1}{2}) J_{l-i}(\frac{mU_2}{2}),$$

with $J_i(s)$ Bessel functions of the first kind.

The usual approach to a study of the spectral properties of the linear infinite-dimensional Frobenius-Perron operator (5) is to cut off the number of Fourier harmonics $\{\psi_n(l,m)\}$ at some large value (depending on the parameter $DT$) and to deal thereafter with finite matrices only. Since the matrix elements decay exponentially with increasing indices $l$ and $m$, we take $-50 \leq l, m \leq 50$ for the case $DT=0.005$ studied here. Then the matrix elements for $l, m=\pm 50$ are at most of order $10^{-6}$ and a further increase of the matrix dimension does not result in significant changes to the largest eigenvalues. These eigenvalues depend on the parameters of the flow, $U_1$ and $U_2$, as illustrated in Fig. 2. Since we are looking for degenerate eigenvalues, we show the ratio between the next-to-leading eigenvalues $\lambda_2$ and the leading eigenvalues $\lambda_1$ and the one between $\lambda_3$ and $\lambda_1$ by contour lines and the ratio $\lambda_3/\lambda_1$ by gray shading. The figure shows that these ratios vary in a rather unpredictable manner with the parameters $U_1$ and $U_2$, which can be attributed to the fine structures in the phase spaces shown in Fig. 1. For the two parameter values indicated by black dots, all three ratios are above 0.95, and the further discussion shows that nonexponential decay does occur.

For a further discussion we pick the two characteristic parameter pairs $(U_1=5, U_2=3)$ and $(U_1=12, U_2=1.14)$, indicated in Fig. 2. The phase-space structure for the first pair is shown in Fig. 1(a). The parameter values for the second pair are slightly shifted from those in Fig. 1(b): for $U_2=1.12$ the two chaotic regions shown in Fig. 1(b) are separate, whereas for $U_2=1.14$ they have merged. Table I gives the four largest eigenvalues obtained by this procedure for these two sets of parameters.

Table I confirms that there is an isolated unit eigenvalue $\lambda_0$ corresponding to the invariant homogeneous distribution. The distance between the second and third largest eigenvalues $\lambda_1$ and $\lambda_2$ is about 0.015 and much smaller than the distance between $\lambda_2$ and $\lambda_3$ (which is about 0.037). The eigenfunctions for $\lambda_1$ and $\lambda_2$ are shown in Fig. 3.

We note that in order to have degenerate eigenvalues $\lambda_1=\lambda_2$ the parameters $U_1$ and $U_2$ have to be adjusted properly. On the other hand, a noticeable effect on the decay of the contrast results already if the eigenvalue difference is of the same order as their distance from $\lambda_0=1$: this leaves a significant region of parameters with close eigenvalues.

The two sets of parameters in Table I and Fig. 3 are qualitatively different from the point of view of the structure of the eigenmodes. In the first case $(U_1=5$ and $U_2=3$) there are two big elliptic islands [Fig. 1(a)] and the slowest eigenmodes are located in these regions [Figs. 3(a) and 3(b)]. For the second set of parameters $(U_1=12$ and $U_2=1.14$), any
elliptic islands that might be present are small [Fig. 1(b)] and the eigenmodes are not restricted to them [Figs. 3(c) and 3(d)]. However, for these parameter values there are two chaotic regions in phase space that are either isolated [two coexisting invariant chaotic regions as in Fig. 1(b)] or have a low probability of transition between them [as is the case for the parameters used for Figs. 3(c) and 3(d) for Fig. 1(b) we have $U_2=1.12$, and for the eigendensities in Fig. 3, $U_2=1.14$; this small difference is enough to connect the two chaotic regions weakly]. This additional slow dynamics of the transitions between the two chaotic regions leads to an eigenvalue of the FPO close to unity. On the other hand, the mixing in the boundary layers of the two chaotic regions is very weak and this again results in a large eigenvalue. The slowest eigenmodes are thus supported by these two chaotic domains and their boundary [Figs. 3(c) and 3(d)].

To support this idea, we have calculated local Lyapunov exponents [27] for the map (4) and plotted them in Fig. 4. They have been averaged over ten iterations and assigned to the last state point in the sequence. One can see from Fig. 4 that the spatial structure of the calculated exponents is a replica of the slow eigenmodes presented in Fig. 3. In the domains with small local exponents the mixing is slow. The regions with small local exponents that stand out in Fig. 4 are elliptic islands and a boundary between chaotic regions (cf. Figs. 4 and 1).
In the insets the contrast the advection-diffusion equations an initial distribution of the density dominates by the two next to leading eigenvalues together determine the decay rate of the pattern contrast (2). For the behavior after full periods we can also iterate the FP operator (5), which we did for the parameter values $U_1=5$ and $U_2=3$. The decay of the pattern contrast $\delta \phi$ versus time for the two cases is shown in Fig. 6. The agreement between eigenvalues of the FP operator (5) and the decay rates is good: the figure caption gives values for the eigenvalues $\lambda^n$ obtained by a direct fit to the data using the functional form (6) that are in the best agreement with the eigenvalues $\lambda^n$ obtained from the Floquet analysis (see Table I). Note that because of the superposition of at least two exponentials the decay of contrast is not a simple exponential, as has been also found in the experiments [11].

In connection with mixed phase spaces one often expects nonexponential, power-law-like behavior [28]. Plots of the contrast on a doubly logarithmic scale in the insets in Fig. 6 show that for the case $U_1=5$ and $U_2=3$ [Fig. 6(a)] there is a time interval where a power-law approximation appears reasonable, but there is no such interval for the case $U_1=12$ and $U_2=1.14$ [Fig. 6(b)].

We have considered the simplest case where only two patterns of the dominant eigenvalues are observed. Of course, situations in which more than two eigenvalues participate in the pattern competition process are possible as well. We also note that in the cases studied here the time interval over which the nonexponential decay of the contrast is observed depends strongly on initial conditions. This reflects a strong variation of the coefficients $a_1$ with initial conditions, as one might expect. Specifically, there are initial conditions where the amplitude of the second mode is small, so that after 10–20 iterations only one mode survives and the further decay is a simple exponential with $\lambda_1$.

Of course, effects connected with the presence of nearby eigenvalues are strongest in cases of perfect degeneracy behavior predicted by Pierrehumbert [15]: that the contrast (2) of the scalar density decreases without change of the spatial structure. A similar picture is also observed for the other sets of parameters ($U_1=5$ and $U_2=3$) corresponding to Fig. 1(a).

Thus, during a large intermediate time range the two largest eigenvalues $\lambda_1$ and $\lambda_2$ together determine the decay rate of the pattern contrast (2). In order to describe this process quantitatively we expand an initial scalar density $\phi(x,y,0)$ in the eigenbasis $\{\varphi_i\}$ of the FP operator (5) and obtain, after a few initial iterations,

$$\phi(x,y,n) = \sum_i a_i \lambda_i^n \varphi_i(x,y),$$

where $a_i$ are some constants. Neglecting small contributions connected with small eigenvalue terms $\lambda_3$, $\lambda_4$, etc., we can approximate $\phi(x,y,n)$ using only three eigenfunctions corresponding to the maximal eigenvalues $\lambda_1$, $\lambda_2$, and $\lambda_3$:

$$\phi(x,y,n) \approx a_0 \varphi_0(x,y) + a_1 \lambda_1^n \varphi_1(x,y) + a_2 \lambda_2^n \varphi_2(x,y).$$

Finally, for the pattern contrast (2) we have

$$\delta \phi^2(n) \sim b_1 \lambda_1^{2n} + b_2 \lambda_2^{2n}.$$  

In order to check this expression the continuous system (1) and (3) was numerically integrated for the parameters $U_1=12$ and $U_2=1.14$. For the behavior after full periods we can also iterate the FP operator (5), which we did for the parameter values $U_1=5$ and $U_2=3$. The decay of the pattern contrast $\delta \phi$ versus time for the two cases is shown in Fig. 6. The agreement between eigenvalues of the FP operator (5) and the decay rates is good: the figure caption gives values for the eigenvalues $\lambda^n$ obtained by a direct fit to the data using the functional form (6) that are in good agreement with the eigenvalues $\lambda^n$ obtained from the Floquet analysis (see Table I). Note that because of the superposition of at least two exponentials the decay of contrast is not a simple exponential, as has been also found in the experiments [11].

In order to study the evolution of the passive scalar $\phi(x,y,t)$ in the full equations (1) and (3) we use a Fourier representation and integrate numerically the system of ordinary differential equations for the $301 \times 301$ largest Fourier modes [25]. The results of this direct numerical integration shown in Fig. 5 are for the second set of parameters $U_1=12$ and $U_2=1.14$.

For suitable initial conditions one observes a competition between different patterns: after a few periods of forcing a spatial structure dominated by the two next to leading eigen-modes of Figs. 3(c) and 3(d) is observed. Beginning with frame (b) of Fig. 5 these patterns can be seen for some time [Figs. 5(c) and 5(d)], but eventually only the largest eigen-mode (corresponding to the second largest eigenvalue $\lambda_1$) survives [Figs. 5(e) and 5(f)]. Asymptotically we find the
(where they can pick up a linear times exponential contribution; see [29]). But they also persist in a neighborhood in parameter space near these exact degeneracies: if the eigenvalues in each domain are widely separated and if the eigenvalues change slowly with parameters, the condition of overlap—i.e., the distance between eigenvalues smaller than the gap to the next one—can be satisfied in a significant range of parameters.

The spatial form of the slowest eigenmodes reflects the structure of the phase portrait of the flow and its dynamics. These modes are preferentially located in domains where the mixing rate in the system is relatively slow—e.g., in or near elliptic islands or near boundaries of chaotic regions.

In conclusion, we have shown that persistent spatial structures recently observed in experiments [11–13] can be modeled and studied using linear Frobenius-Perron operators. The description in terms of eigenmodes of this operator allows us to describe evolution at large times, where the slowest eigenmodes determine the form of the spatial structures. The coexistence of eigenmodes with relatively close eigenvalues gives rise to nonexponential decay and competition between structures over some time interval. We have demonstrated that such eigenmodes can be supported by dynamical objects of a different nature in the deterministic flow structure: large elliptic islands or invariant (or quasi-invariant) chaotic regions and their boundaries. This kind of near degeneracy has to be expected in systems with discrete symmetries which multiply invariant sets, but as the examples show, symmetries are no prerequisite. Another example where such trapping can occur is in the presence of walls, as a recent study [30] shows.
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