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We develop a technique for reconstructing the phase dynamics equations for weakly coupled oscillators from
data. We show how, starting from general scalar observables, one can first reconstruct the dynamics in terms of
the corresponding protophases, and then, performing a transformation to the genuine, observable-independent
phases, obtain an invariant description of the phase dynamics. We demonstrate that natural frequencies of
oscillators can be recovered if several observations of coupled systems at different coupling strengths are
available. We apply our theory to numerical examples and to a physical experiment with coupled metronomes.
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Inferring the laws of interaction between different objects
from their observed dynamics is one of the oldest tasks in
physics, going back to the deduction of gravitational interac-
tion from Kepler’s laws. While for fundamental interactions
a whole variety of specially designed experiments is at one’s
disposal, for particular nonuniversal coupling the determina-
tion of the underlying interaction laws relies heavily on the
analysis of observations. A number of such techniques have
been suggested within the framework of nonlinear analysis
of bi- or multivariate data �1�. Here we address the problem
of inferring from observations the laws of weak interaction
of oscillatory systems, a problem relevant to the analysis of
coupled lasers, electronic circuits, chemical reactions, car-
diorespiratory interaction, neural oscillators, functional brain
connectivity, etc. �2–4�. We propose an approach for recon-
structing the phase dynamics equations, which are invariant
with respect to the chosen observables.

Our analysis is based on the theory of coupled oscillators
�5,6�, briefly outlined below. An autonomous periodic oscil-
lator is described by a vector of state variables x and a dif-
ferential equation ẋ= f�x�. Its limit cycle solution can be

characterized by a phase � that grows linearly in time, �̇
=�0, where �0 is the oscillation frequency. Two oscillators
are described by two phases �1,2. If these oscillators interact
�e.g., in the case of lasers due to overlap of their radiation
fields�, then the basic model is that of coupled ordinary dif-
ferential equations. For weak coupling, one can neglect its
effect on the amplitudes, because they are robust and, in a
widely valid approximation, reduce the description to the
phase dynamics �5�, which leads to

�̇1 = �1 + q�1���1,�2�, �̇2 = �2 + q�2���1,�2� , �1�

where q�1,2� are 2�-periodic coupling functions. Due to the
coupling, the time averages of phase derivatives, called ob-
served frequencies, �1,2= ��̇1,2�t��, generally differ from the
natural frequencies �1,2. Solutions of this system can be qua-
siperiodic with incommensurate �1,2 or periodic. The latter
case is designated as synchronization. The effect of the noise
can be described by incorporating random terms into Eqs.
�1�; in the simplest case they become Langevin-type equa-
tions. Such equations also describe the dynamics of weakly
coupled chaotic oscillators �6�. For the rest of the paper we

restrict our consideration to the case when both coupling and
noise or chaos are weak, so that the phase description �1�
holds.

In an experiment one typically measures scalar observ-
ables y1,2=g1,2�x1,2� and analyzes the corresponding scalar
time series Y1,2�t�, exhibiting more or less regular oscilla-
tions �we denote time series of observables by corresponding
capital letters�. Y1,2�t� can be used to extract “phases” via
construction of a two-dimensional embedding, e.g., by using

the Hilbert transform Ŷ1,2 of Y1,2 and computing �1,2

=arctan�Ŷ1,2 /Y1,2� �6,8�, We call �1,2 the protophases to em-
phasize that they differ from �1,2. Protophases heavily de-
pend on the scalar observables and on the embedding. Al-
ready for an autonomous oscillator, � generally does not

grow linearly in time but obeys �̇= f���. In terms of pro-
tophases, the equations of coupled systems are

�̇1 = f �1���1,�2�, �̇2 = f �2���1,�2� . �2�

Note that, contrary to Eqs. �1�, Eqs. �2� do not provide an
invariant description of the coupled dynamics since they are
unalike for different protophases. The problems we solve in
this Rapid Communication are �i� reconstruction of the genu-
ine phases � from the protophases �, and �ii� reconstruction
�with a certain accuracy, to be discussed below� of the in-
variant coupled Eqs. �1� from the observed �1,2. Finally, we
show that, �iii� if observations for different coupling
strengths are available, then natural frequencies �1,2 may be
revealed.

Consider first an autonomous oscillator. The transforma-
tion �→� can be found from the relation d� /dt
= �d� /d��d� /dt=�0. In the presence of fluctuations, dt /d�
should be averaged over �:

d�

d�
= �0� dt

d�
���� = 2����� . �3�

Note that ���� is nothing else but the probability distribution
density of the protophase. We represent it as a Fourier series
����=	nSnein� with coefficients Sn= �2��−1
0

2�����e−in�d�.
Because ���� can be computed as the time average along the
observed trajectory ��t�, 0� t�T, we write
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���� = �	„��t� − �…� =
1

T
�

0

T

	„��t� − �…dt . �4�

Substitution of Eq. �4� in the expression for Sn yields Sn
= �2�T�−1
0

Te−in��t�dt. If the time series consists of N equidis-
tant observations, the latter expression simplifies to
Sn= �1/2�N�	ke

−in�k. The final result is the transformation
from the protophase � to the phase:

� = 2��
0

�

�����d�� = � + 2�	
n�0

Sn

in
�ein� − 1� . �5�

For illustration, we simulate a van der Pol oscillator
forced by Gaussian noise 
, �
�t�
�t���=	�t− t��,

ẍ + �1 − x2�ẋ + x = 0.05
�t� . �6�

To demonstrate the effect of different observables, we
take an embedding �x , ẋ� and shift the origin. Our pro-
tophases are �1=arctan��ẋ−0.4+�1� / �x−0.2+�2�� and �2

=arctan��ẋ+0.4+�3� / �x−0.4+�4��, where �i are Gaussian
random variables with standard deviation 0.05; they imitate
observational noise. Applying transformation �5� to time se-
ries �1,2 we obtain two estimates �1,2 of the genuine phase;
the results are shown in Fig. 1. They clearly demonstrate that
the transformation �5� provides a variable that grows linearly
on average, �1,2��1,2t, and, taken mod 2�, is distributed
uniformly. We emphasize that, while removing the oscilla-
tory observable-dependent components, we preserve compo-
nents caused by dynamical and observational noises �and, in
general, by interactions�.

Now we extend our approach to the case of bivariate data
�1�t� ,�2�t�, 0� t�T, generated by a coupled system �1�,
with the aim of finding genuine phases �1,2 and reconstruct-
ing Eqs. �1�. As the first step, we reconstruct Eqs. �2�. Writ-
ing the first of Eqs. �2� as a Fourier series

�̇1 = f �1���1,�2� = 	 Fn,m
�1� ein�1+im�2, �7�

we find the Fourier coefficients Fn,m
�1� = �2��−2
0

2�dx
0
2�dyf �1�

�x ,y�e−inx−imy by minimizing the approximation error

��̇1−	n,mFnm
�1�ein�1+im�2�2, averaged with respect to the prob-

ability density ���1 ,�2�. This leads to a linear system

�
0

2� �
0

2�

d�1d�2�̇1���1,�2�ein�1+im�2

= 	
k,l

Fkl
�1��

0

2� �
0

2�

d�1d�2���1,�2�ei�n+k��1+i�m+l��2.

Writing the probability density ���1 ,�2�
= �	��1−�1�	��2−�2�� on the left side as an average
along the trajectory �cf. Eq. �4��, and on the right side as a
Fourier series ���1 ,�2�=	n,mAn,mein�1+im�2, we obtain
B−n,−m

�1� =	k,lA−n−k,−m−lFk,l
�1� where As,r=T−1
0

Tdt e−is�1�t�−ir�2�t�

and Bn,m
�1� =T−1
0

�1�T�d�1e−in�1−im�2. Solving these equation
for Fn,m

�1� , we obtain the coupling function f �1� in Eq. �2�. In
the same way, we obtain Fn,m

�2� and f �2�. Since the equations for
the Fourier coefficients Fn,m

�1,2� are convolutions, the formulas
for the corresponding functions can be simply written as ra-
tios f �1,2�=b�1,2� /�, where we introduced b�1,2���1 ,�2�
=	n,mBn,m

�1,2�ein�1+im�2. This equation shows that our method
works if ��0, i.e., if the systems are far from synchrony
and the observed trajectory covers the whole torus
�0,2�� �0,2�� �9�.

The next step is to find the transformations �1,2→�1,2 and
to reconstruct the functions q�1,2� in Eqs. �1�. We represent
these functions as

q�1,2���1,�2� = �̃1,2 + q̄�1,2���1,2� + q̃�1,2���1,�2� . �8�

The phase-independent terms �̃1,2 appear if the coupling di-
rectly shifts the oscillator frequency; hereafter we denote
�̄1,2=�1,2+ �̃1,2. Furthermore, we have separated the depen-
dence on the “own phase” q̄��1,2� and on the “driving phase”
q̃��1 ,�2� by imposing the conditions

�
0

2�

q̃�1���1,�2�d�2 = �
0

2�

q̃�2���1,�2�d�1 = 0. �9�

Writing the transformations �1,2→�1,2 as �cf. Eq. �3��

d�1,2

d�1,2
= 2���1,2���1,2�, �

0

2�

��1,2��x�dx = 1, �10�

and combining them with Eq. �2�, we obtain

�̇1,2 = 2���1,2���1,2�f �1,2���1,�2� . �11�

Comparison with Eqs. �1� and taking account of Eqs. �8�
yields for the first oscillator
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FIG. 1. �Color online� �a� Two protophases �1,2 for Eq. �6�
�bold and dashed lines� and corresponding phases �1,2 �lower and
upper solid lines�, obtained by transformation �5�. �0 is the ob-
served frequency. Regular components of oscillation around linear
growth, present in �1,2, are removed in �1,2. �b� A nonuniform
distribution of �1 mod 2� �bold line� and a uniform distribution of
�1 mod 2� �solid line� �the results for �2 and �2 are similar and
therefore not shown�. �c� The protophase and the phase, plotted on
a large time scale, show that the transformation �5� only removes
oscillations 2� periodic in �; other dynamical features, e.g., the
phase diffusion, are preserved. In �a�, �c� the � curves are shifted
up for better visibility.

KRALEMANN et al. PHYSICAL REVIEW E 76, 055201�R� �2007�

RAPID COMMUNICATIONS

055201-2



�̄1 + q̄�1���1� + q̃�1���1,�2� = 2���1���1�f �1���1,�2� .

Multiplying with d�2=2���2�d�2, integrating over 2�, and
taking account of Eqs. �9�, we obtain

�̄1 + q̄�1���1� = 2���1���1��
0

2�

d�2��2���2�f �1���1,�2� .

�12�

For weak coupling q̄�1�  ��1 holds; hence we can neglect
the last term on the left-hand side. Treating the second oscil-
lator in the same way, we obtain finally

�̄1 = 2���1���1��
0

2�

d�2��2���2�f �1���1,�2� ,

�̄2 = 2���2���2��
0

2�

d�1��1���1�f �2���1,�2� . �13�

Together with normalization conditions �10�, Eqs. �13� rep-
resent a closed system of equations for unknown ��1,2� and
�̄1,2, which can be easily solved by iterations, starting with
�1

�1,2��x�= �2��−1. Numerics shows that these iterations con-
verge rather fast. As a result, we obtain the desired transfor-
mation in a form similar to Eq. �5� and recover the genuine
phases �1,2 from the protophases �1,2. Computation of �̇1,2
�see Eq. �11�� completes the task of reconstruction of the
coupling functions: the dependence of �̇1,2 on �1 ,�2 can be
plotted or presented via the Fourier coefficients �10�. In find-
ing the genuine phase we make a small error by neglecting in
�12� the term q̄ describing the coupling-induced dependence
on the own phase. This is unavoidable, because the depen-
dencies on the own phase due to coupling and due to the
observable-dependent protophase are indistinguishable. Nev-
ertheless, by neglecting q̄ in �12�, we still keep the baby
while throwing out the bath water.

Now we demonstrate that the recovered functions are ob-
servable independent. Suppose we start the reconstruction
with a different pair of protophases �1,2, related to the old
ones �1,2 via d�1,2 /d�1,2=��1,2�. Then d�1,2 /d�1,2
= �d�1,2 /d�1,2�d�1,2 /d�1,2=2���1,2� with ��1,2�=��1,2���1,2�.

Next, �̇1,2= �̇1,2d�1,2 /d�1,2= f �1,2� /��1,2�=g�1,2�. Similarly to
Eqs. �13�, we write for the transformations �1,2→�1,2

�̄1 = 2���1���1��
0

2�

d�2��2���2�g�1���1,�2� ,

�̄2 = 2���2���2��
0

2�

d�1��1���1�g�2���1,�2� . �14�

Substituting here ��1,2�, g�1,2�, and d�1,2, we prove that Eqs.
�14� are equivalent to Eqs. �13�.

Together with the coupling functions we obtain the fre-
quencies �̄1,2. If the coupling does not possess constant
terms �̃1,2, then �̄1,2 provide the natural frequencies of the
oscillators �1,2. Generally, �̃1,2�0 and we cannot find the
natural frequencies just from one observation. However, we
can reveal these important parameters of oscillatory systems

if �i� at least two observations made for different, though
unknown, values of coupling are available, and �ii� we as-
sume that the form of the function for different coupling is
the same; only its magnitude varies proportionally. In other
words, we assume that the constant frequency shifts �̃1,2 are
proportional to the norms N of the oscillatory components of
coupling functions, �̃1,2�N�1,2�= �q̃�1,2��2. This allows us to
calculate the natural frequencies as

�1,2 = ��̄1,2aNb
�1,2� − �̄1,2bNa

�1,2��/�Nb
�1,2� − Na

�1,2�� ,

where a and b correspond to two available observations.
We first test the described method with a system of two

coupled noisy van der Pol oscillators:

ẍ1,2 + �1 − x1,2
2 �ẋ1,2 + �1,2

2 x1,2 = ��ẋ2,1 − ẋ1,2� + 0.05
1,2�t� .

�15�

Here �1=1, �2= ��5−1� /2, and noise is Gaussian with cor-
relations �
1�t�
2�t���=	1,2	�t− t��. To show, that the method
indeed provides invariant coupling functions, we reconstruct
Eqs. �1� for coupling �=0.15, using different protophases
�1,2=arctan��ẋ1,2−u� / �x1,2−v��, where u and v are uniformly
distributed in �−0.4,04�. We compute the correlation
coefficient r for functions, obtained for different u ,v, and
find that in 75% of trials r�0.97. Finally, we show that
we can recover the natural frequencies. Taking
�1,2=arctan��ẋ1,2−0.2� / �x1,2−0.2�� we reconstruct Eqs. �1�
for different values of �; the results are presented in Fig. 2.

Next, we verify our theory in a version of the classical
Huygens pendulum-clock experiment, using two mechanical
metronomes, placed on a rigid base �cf. �7��. For two differ-
ent frequency settings, we record the motion of the pendula
for three conditions: �i� metronomes are uncoupled and �ii�,
�iii� metronomes are coupled by one or two rubber bands,
respectively �Fig. 3�a��. The pendula were filmed by a
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FIG. 2. �Color online� Natural frequencies �1,2 �dotted lines�,
observed frequencies �1,2 �solid lines�, and constant terms of re-
constructed phase equations �̄1,2 �circles� for first �a� and second
�b� system �15�. Note that �̄1,2�����. �c�, �d� show corresponding
dependencies of �̄ on the norm N of the recovered coupling func-
tion q̃ �solid lines show linear fit�. Note that in �c�, �d� only recon-
structed quantities are shown; extrapolation to N�1,2�=0 allows one
to determine the natural frequencies with a good accuracy.
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standard digital video camera and the x coordinates �horizon-
tal deviation� were extracted offline �11� and used for the
processing. Protophases were obtained by means of the Hil-

bert transform �Fig. 3�b��. The main result is shown in Figs.
3�c� and 3�d�: the natural frequencies are recovered with
good precision from observations of the coupled system.

In summary, we have developed a technique to recover
the genuine, observable-invariant phases from observable-
dependent protophases, both for autonomous and for coupled
systems. We emphasize that our technique is not a smoothing
filter, but a deterministic transformation that removes only
the protophase-periodic components �i.e., the dependence of
�̇ on �� but preserves all other dynamical features. In this
method, the obtained phases, as well as the equations of
phase dynamics, are invariant with respect to a large class of
observables used for the computation of protophases. The
method works if coupled system are far from synchrony �12�
and provides the coupling functions up to a term periodic
in the own phase; it can be generalized for the case of
several interacting systems. Our approach opens a
perspective for an observable-invariant characterization of
interaction between the systems, allowing one to measure the
interaction strength by observable-invariant quantities c1,2
=N1,2 / �̄1,2 and to quantify the directionality of interaction
by �c1−c2� / �c1+c2� �cf. �2� and application to brain data in
�4��. Moreover, the results obtained in previous studies �3,4�
can be straightforwardly recomputed to become observable
independent by incorporating our approach. Additionally, our
results are beneficial for the quantification of the phase dif-
fusion, because all protophase-periodic components are
eradicated by the transformation �see Fig. 1�c��.
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FIG. 3. �Color online� �a� Experimental setup: two metronomes,
coupled via one or two rubber bands. �b� Example of an observable

X�t� and its Hilbert transform X̂�t�. �c�, �d� Experimental results for
two metronomes. Constant terms of the coupling function �̄1,2 are
plotted vs norm of its oscillatory component N�1,2� for two settings
�filled and empty circles� of autonomous frequencies. The recovered
natural frequencies are 1.295±0.006 and 0.795±0.01 Hz �first set-
ting� and 1.437±0.004 and 0.92±0.02 Hz �second setting�. They
are in good agreement with the frequencies of uncoupled systems
1.305 and 0.797 Hz �dashed lines� and 1.434 and 0.929 Hz �dot-
dashed lines�. Error bounds for linear regression, estimated from
analysis of disjoint segments of the full records, are shown as gray
stripes.
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